Influence of background heterogeneity on traveltime shifts for compacting reservoirs
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ABSTRACT

Compaction induced by pore-pressure decrease inside a reservoir can be monitored by measuring traveltime shifts of reflection events on time-lapse seismic data. Recently we introduced a perturbation-based formalism to describe traveltime shifts caused by the 3D stress-induced velocity field around a compacting reservoir. Application of this method to homogeneous background models showed that the offset variation of traveltime shifts is controlled primarily by the anisotropic velocity perturbations and can provide valuable information about the shear and deviatoric stresses.

Here, we model and analyse traveltime shifts for compacting reservoirs whose elastic properties are different from those of the surrounding medium. For such models, the excess stress is influenced primarily by the contrast in the rigidity modulus $\mu$ across the reservoir boundaries. Synthetic examples demonstrate that a significant (25\% or more) contrast in $\mu$ enhances the isotropic velocity perturbations outside the reservoir. Nevertheless, the influence of background heterogeneity is mostly confined to the reservoir and its immediate vicinity and the anisotropic velocity changes are still largely responsible for the offset dependence of traveltime shifts. If the reservoir is stiffer than the host rock, the background heterogeneity reduces anisotropic velocity perturbations inside the reservoir but increases them in the overburden. As a result, in this case, the magnitude of the offset variation of traveltime shifts is generally higher for reflections from interfaces above the reservoir.

We also study compaction-induced stress/strain and traveltime shifts for a stiff reservoir embedded in a softer layered model based on velocity profiles from the Valhall Field in the North Sea. Despite producing discontinuities in strain across medium interfaces, horizontal layering does not substantially alter the overall behaviour of traveltime shifts. The most pronounced offset variation of traveltime shifts is observed for overburden events recorded at common midpoints close to the reservoir edges. On the whole, prestack analysis of traveltime shifts should help better constrain compaction-induced velocity perturbations in the presence of realistic background heterogeneity.
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INTRODUCTION

Traveltime shifts (i.e., the differences in traveltime for the same reflector measured between time-lapse seismic surveys)
have become a common tool for monitoring dynamic changes in hydrocarbon reservoirs caused by depletion. For example, Guilbot and Smith (2002) employed traveltime shifts to detect and monitor reservoir compaction and surface subsidence at the Ekofisk Field in the North Sea. Hatchell and Bourne (2005b) introduced a method to estimate the ratio of the perturbations in the vertical velocity and vertical strain from traveltime shifts measured on stacked data. This ratio \( R \) can be used to monitor compaction and detect compartments in a reservoir. Hodgson et al. (2007) computed the vertical derivatives of traveltime shifts on stacked data to estimate pressure changes in the Genesis reservoir.

In a recent paper (Fuck, Bakulin and Tsvankin 2009), we derived an analytic expression for traveltime shifts that provides valuable physical insight into the influence of compaction-related stress on reflection traveltimes. In contrast to previous work (e.g., Landrø and Stammeijer 2004; Hatchell and Bourne 2005a; Roste, Stovas and Landrø 2006), our solution describes traveltime shifts for arbitrary source-receiver offsets while honouring the fact that reservoir compaction produces heterogeneous, anisotropic velocity perturbations. The numerical examples in Fuck et al. (2009) are given for the simple model of a 2D homogeneous halfspace (i.e., the elastic properties throughout the pre-stressed halfspace are the same), with pore-pressure changes confined to a rectangular reservoir. When the background medium is homogeneous, traveltime shifts in this model are primarily controlled by the anisotropic velocity perturbations, which should be estimated from prestack data.

The goal of this paper is to analyse traveltime shifts for a compacting reservoir embedded in a heterogeneous pre-stressed (background) medium. We start by reviewing the approximation for traveltime shifts developed by Fuck et al. (2009) and the main properties of the excess stress and strain fields for homogeneous background models. Then we conduct geomechanical simulations of compaction-induced stress and compute traveltime shifts for a model containing a rectangular reservoir with the elastic parameters different from those of the host rock. Numerical testing indicates that traveltime shifts vary with the contrast in the rigidity modulus \( \mu \) across the reservoir boundaries but are almost insensitive to the contrast in the P-wave velocity and density. Finally, we examine a more complicated, layered background model with the interval parameters adapted from depth profiles measured at the Valhall Field in the North Sea.

### Theoretical Background

#### Excess Stress and Strain for Compacting Reservoirs

Compaction of hydrocarbon reservoirs results from both elastic and anelastic deformation induced by depletion. In general, elastic deformation is caused by the pore-pressure drop inside the reservoir; anelastic (i.e., irreversible) deformation may include the crushing of grains and pores or dissolution of reservoir rocks by fluids injected to enhance oil recovery. Compaction may be largely controlled by poroelastic phenomena but anelastic deformation (e.g., related to water weakening) could be just as important in some chalk reservoirs, such as Ekofisk (Sylte et al. 1999).

We restrict our treatment to elastic strains, following the approach of Geertsma (1973), Segall (1992) and Segall, Grasso and Mossop (1994), who successfully explained depletion-induced phenomena using linear poroelastic behaviour of reservoir rocks. Poroelastic rocks can be deformed not only by external forces but also by pressure changes inside the pores (e.g., Wang 2000). Due to spatial variations of the pore-pressure changes in the reservoir, the excess stress/strain field includes not only normal but also shear components.

If the pre-stressed medium is homogeneous and the reservoir has a relatively simple shape, it is possible to obtain analytic solutions for the particle displacement, stress and strain. For instance, Hu (1989) presented a concise 3D description of the excess stress field for a reservoir that has the shape of a parallelepiped. Such analytic developments provide important physical insight into compaction-induced phenomena. In particular, if the pre-stressed medium is homogeneous, the volumetric strain changes (i.e., the trace \( \Delta \varepsilon_{kk} \) of the strain tensor) vanish outside the reservoir (Hu 1989), while \( \Delta \varepsilon_{kk} \) inside the reservoir is constant (Downes, Faux and O’Reilly 1997). Volumetric changes outside the reservoir occur only if the model includes a free surface. In that case, the largest values of \( \Delta \varepsilon_{kk} \) outside the reservoir are observed near the surface (Hu 1989); the magnitude of this anomaly decreases for deeper reservoirs.

Furthermore, it can be inferred from the equations of Hu (1989) that the deviatoric stress changes \( \Delta \sigma_{ij} \) are inversely proportional to the squared ratio of the P- and S-wave velocities (\( V_P/V_S \)):

\[
\Delta \sigma_{ij} \propto \left( \frac{V_S}{V_P} \right)^2 \alpha \Delta P.
\]
where $\Delta P$ is the pore-pressure change inside the reservoir and $\alpha$ is the Biot-Willis coefficient\(^1\). The deviatoric strain ($\Delta\epsilon_{ij} = \Delta\epsilon_{ij} = \frac{1}{2} \Delta\varepsilon_{kk}$) and stress changes are related by Hooke’s law for isotropic media:
\[
\Delta\sigma_{ij} = 2\mu\Delta\epsilon_{ij}.
\] (2)

Substituting equation (2) into equation (1), we find
\[
\Delta\epsilon_{ij} \propto \frac{\sigma\Delta P}{\rho V_p^2} ;
\] (3)

$\rho$ is the density. The volumetric strain change is given by
\[
\Delta\varepsilon_{kk} \propto \frac{\alpha\Delta P}{\rho V_p^2} \frac{g}{3} \left( 1 + \frac{4g}{3} \right),
\] (4)

where $g = (V_p/V_S)^{-2}$. Since typically $g \ll 1$, $\Delta\varepsilon_{kk}$ is inversely proportional to both $V_p^2$ and $V_p^2/V_S^2$.

Traveltime shifts

To give an analytic description of P-wave traveltime shifts above a compacting reservoir, Fuck et al. (2009) assumed the compaction-induced velocity changes to be small. Traveltime shifts are then obtained from the first-order perturbation of traveltimes along reference rays traced in the background model. The approximation of Fuck et al. (2009) includes two terms, one of which is ‘geometric’ (i.e., the time shift related to the displacement of the sources, receivers and interfaces), while the other depends on the velocity perturbations along the ray. Since the compaction-related displacements in the elastic regime are on the order of centimetres, they yield relatively small traveltime shifts. Hence, the geometric term can be neglected. To satisfy the assumption of elastic deformation, the methodology proposed by Fuck et al. (2009) should be applied to time-lapse surveys acquired less than two years or so apart.

Using the non-linear theory of elasticity, the stiffness tensor $c_{ijkl}$ of the deformed medium can be represented as
\[
c_{ijkl} = c_{ijkl}^{\text{em}} + c_{ijkl}^{\text{an}} \Delta\epsilon_{mn},
\] (5)

where $c_{ijkl}^{\text{em}}$ is the stiffness tensor of the background medium, $c_{ijkl}^{\text{an}}$ is the strain-sensitivity tensor and $\Delta\epsilon_{mn}$ is the tensor of the elastic strains induced by the reservoir compaction. Hereafter, the summation convention over repeated indices is assumed.

It is convenient to rewrite equation (5) by employing Voigt notation, which maps each pair of indices $ij$ to a single index $v$
\[
v = i\delta_{ij} + (9 - i - j)(1 - \delta_{ij}),
\] (6)

where $\delta_{ij}$ is Kronecker’s symbol. The strain tensor $\Delta\epsilon_{mn}$ then becomes a vector (denoted by $\Delta\varepsilon_v$) and equation (5) takes a concise matrix form (Fuck and Tsvankin 2009):
\[
C_{ij\phi} = C_{ij\phi}^{\text{em}} + C_{ij\phi\gamma} \Delta\varepsilon_v.
\] (7)

A detailed analysis of the symmetry of the deformed medium based on equation (5) can be found in Fuck and Tsvankin (2009).

Assuming both the background stiffness tensor and the strain-sensitivity tensor to be isotropic, the velocity-related P-wave traveltime shifts are obtained as (Fuck et al. 2009):
\[
\delta t = \frac{1}{2} \int_{t_1}^{t_2} \left[ B_1 \Delta\varepsilon_{kk} + B_2 (\mathbf{n}^T \Delta\varepsilon \mathbf{n}) \right] d\tau ,
\] (8)

where $\mathbf{n}$ is the unit slowness vector of the reference ray and $\tau$ is the time along the ray. The constants $B_1$ and $B_2$ are given by
\[
B_1 = \frac{C_{111} + 2C_{112}}{3C_{33}},
\] (9)

\[
B_2 = \frac{4C_{155}}{C_{33}}.
\] (10)

Since $C_{155} = (C_{111} - C_{112})/4$, traveltime shifts in equation (8) depend on just two combinations of the three linearly independent elements $C_{ij\phi\gamma}$ of the isotropic tensor $c_{ijkl}^{\text{an}}$. Equation (8) separates the velocity-related traveltime shifts into the isotropic term, which depends on the volumetric strain ($\Delta\varepsilon_{kk}$) and the anisotropic term associated with the deviatoric strain elements ($\Delta\varepsilon_{ij}$). Note that instead of using the deviatoric stress (as Fuck et al. 2009) in equation (8), we express the traveltime shifts in terms of the deviatoric strain. This is done to facilitate comparison between the contributions of the isotropic and anisotropic velocity changes.

MODELLEING METHODOLOGY

Following Fuck et al. (2009), we employ a three-step procedure to simulate depletion-related traveltime shifts. First, the excess stress and strain fields are computed for 2D models with a heterogeneous background. The exact meaning of ‘background heterogeneity’ is explained below. We use the finite-element method (COMSOL\textsuperscript{TM} package) to solve for the displacements, stresses and strains caused by a pore-pressure drop inside a rectangular reservoir. This methodology is
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Based on a plane-strain model, with no deformation in the \( x_2 \)-direction. The top of the model is specified as a free surface; to avoid artefacts due to the finite model dimensions, the model’s height and width are 10 times larger than those of the reservoir.

At the second step, we compute the stiffness and velocity perturbations from the strain changes using equation (7). Finally, the traveltime shifts are obtained either from approximation (8) or by subtraction of the exact (ray-traced) traveltimes calculated for the perturbed and background velocity models. The anisotropic ray-tracing algorithm is based on the equations of Červený (2001) for heterogeneous anisotropic media, which are solved by the fifth-order Runge-Kutta method (Press et al. 1992). To avoid errors in traveltime shifts caused by smoothing of velocity models, we account for reflection/transmission at interfaces using Snell’s law.

**Numerical Results**

This section is divided into two parts. First, we analyse models in which the reservoir is embedded in an otherwise homogeneous half-space (‘homogeneous host rock’ models). Second, we present the results for a more realistic layered model based on velocity profiles from the Valhall Field in the North Sea.

**Homogeneous host rock models**

We introduce a contrast in the P- or S-wave velocity between the undeformed reservoir and the host rock, while the density and the strain-sensitivity matrix \( C_{\nu\beta\gamma} \) are kept constant (Fig. 1). The velocity contrast before the pore-pressure drop inside the reservoir ranges from 0–50%; the reference values for the stiffness constants and the strain-sensitivity tensor are taken from published laboratory data for Berea sandstone (Sarkar, Bakulin and Kranz 2003). For all numerical experiments, the pore-pressure drop is fixed at \( \Delta p = -5 \) MPa.

To simulate the static stiffnesses, which are generally smaller than those computed from traveltimes (Yale and Jamieson 1994), the velocities were multiplied by 0.9. The same scaling coefficient was used in the tests of Fuck et al. (2009).

**Stress/strain modelling**

The most prominent change caused by the velocity contrast across the reservoir boundary is the presence of a non-zero volumetric strain \( \Delta \varepsilon_{kk} \) outside the reservoir that is not related to surface subsidence (Fig. 2). This \( \Delta \varepsilon_{kk} \) anomaly, however,

![Figure 1](image_url)  
**Figure 1.** 2D model of a rectangular reservoir embedded in an isotropic homogeneous medium. The pressure drop inside the reservoir is 5 MPa. The medium parameters are taken from the laboratory data of Sarkar *et al.* (2003) for Berea sandstone: \( V_P = 2.3 \) km/s, \( V_P/V_S = 1.58, \rho = 2.14 \text{ g/cm}^3, C_{111} = -13904 \text{ GPa}, C_{112} = 533 \text{ GPa} \) and \( C_{155} = -3609 \text{ GPa} \). To compute the excess stress, the Biot-Willis coefficient \( \alpha \) was set to 0.85 (the closer \( \alpha \) is to unity, the more stress is generated by reducing the pore pressure inside the reservoir).

![Figure 2](image_url)  
**Figure 2.** Compaction-related volumetric strain \( \Delta \varepsilon_{kk} \) for models with different elastic contrast between the reservoir and host rock. a) No elastic contrast across the reservoir boundaries; b) the velocity \( V_P \) is 25% higher outside the reservoir; c) the velocity \( V_S \) is 20% lower outside the reservoir; d) \( V_S \) is 20% higher outside the reservoir. Negative values are contoured in white, zero and positive values in black. The contour step is \( 0.25 \times 10^{-5} \).
is observed only when there is a contrast in the rigidity modulus $\mu$, which is in agreement with the semi-analytic results of Soltanzadeh, Hawkes and Sharma (2007). Indeed, for models (Fig. 3) and tends to accumulate at the reservoir corners. 

For softer reservoirs, the deviatoric strain increases toward the reservoir and concentrates near its boundaries. For a softer reservoir, the deviatoric strain increases toward the reservoir and concentrates near its boundaries. A stiffer reservoir produces larger volumetric and smaller deviatoric strains compared with the homogeneous background model, which increases the contribution of the isotropic velocity changes for reflectors at the base of the reservoir and beneath it. For softer reservoirs, the opposite is true (Fig. 4). Exceptions include uncommon reservoirs that have an anomalously high or low P-wave velocity and low ratio $V_P/V_S$. For such models, however, the changes in the volumetric and deviatoric strains caused by the background heterogeneity are comparable. Hence, the relative contributions of the isotropic and anisotropic velocity perturbations to the traveltimes shifts remain almost the same.

Finally, note that the patterns observed in Figs 2 and 4(a) confirm that equation (4), derived for a homogeneous background, remains qualitatively valid for the more complicated model treated here.

**Offset variation of traveltimes shifts**

Two important issues discussed here are the magnitude of the variation of traveltimes with offset and the influence of the anisotropic velocity perturbations on this variation. Even if the offset variation is detectable, it provides new information about the excess stress field only if traveltimes shifts are dominated by the anisotropic velocity changes. Otherwise, compaction-related velocity perturbations can be estimated from traveltimes shifts on stacked data.

For homogeneous background models, the offset variation of traveltimes shifts is significant, especially for reflectors below the reservoir. Despite the large magnitude of the isotropic velocity changes inside the reservoir, this offset dependence (even

---

\[ \Delta \varepsilon_{ij} = \Delta \sigma_{ij}/2\mu \]

2 The deviatoric vertical and shear strains exhibit patterns similar to that for the horizontal strain component in Fig. 3.

---

Figure 3. Influence of the contrast in the rigidity modulus $\mu$ on the compaction-related horizontal deviatoric strain $\Delta \varepsilon_{11}$. a) No elastic contrast across the reservoir boundaries; b) the velocity $V_S$ is 20% lower outside the reservoir; c) $V_S$ is 20% higher outside the reservoir. The contrast in $V_S$ is equivalent to the contrast in $\mu$ because the density is held constant. The contour step is $0.5 \times 10^{-5}$.

Figure 4. Compaction-related strain at the centre of the reservoir (0 km, 1.5 km) as a function of the contrast in $V_S$ (i.e., in $\mu$). The strain for the homogeneous background model is subtracted from that for models with a variable contrast in $V_S$. a) The volumetric strain; b) the deviatoric horizontal strain.
for deep events) is controlled primarily by the anisotropic velocity perturbations (Fuckland et al. 2009).

As expected from the above results of stress and strain modeling, the behaviour of traveltime shifts in the absence of the contrast in $\mu$ is similar to that for a homogeneous background. Hence, anisotropic velocity perturbations are largely responsible for traveltime shifts generated in the overburden, as well as for the offset variation of traveltime shifts below the reservoir.

A contrast in $\mu$ across the reservoir boundaries, however, can cause significant changes in the behavior of traveltime shifts. As illustrated by Fig. 5, both the magnitude and offset variation of the traveltime shifts increase for reflections from interfaces above a more rigid reservoir. Conversely, when the reservoir is softer than the host rock, the magnitude of traveltime shifts and their offset variation increase for reflectors beneath the reservoir (Fig. 6).

These changes in the properties of the traveltime shifts can be explained by the influence of the contrast in $\mu$ on the compaction-induced strain. For example, traveltime shifts above the reservoir are caused mostly by the deviatoric strains.

Therefore, the larger deviatoric strains observed above a more rigid reservoir (compare Figs 3b and 3c) produce larger traveltime shifts with more pronounced offset variation. Traveltime shifts beneath the reservoir are strongly dependent on the strains accumulated inside it. In particular, the reduction in the volumetric strain and increase in the deviatoric strains inside a softer reservoir (Fig. 4a,b) result in a more pronounced offset variation of traveltime shifts for deep reflectors.

Figure 7 illustrates how the contrast in $\mu$ influences the behaviour and composition of traveltime shifts. In general, traveltime shifts vary more rapidly with offset, if the contrast in $\mu$ increases the deviatoric strains above the reflector. On the whole, offset-dependent traveltime shifts for this group of models are governed primarily by the anisotropic velocity perturbations.

Layered model

Next, we examine a model that consists of eight horizontal layers whose parameters are adapted from velocity profiles estimated at the Valhall Field in the North Sea (Fig. 8). The components of the strain-sensitivity tensor are taken from the measurements for North Sea shales made by Prioul, Bakulin
and Bakulin (2004) under two different ranges of hydrostatic load. Taking into account the weight of the overburden, the layers above 2 km were assigned the values of $C_{\nu\beta\gamma}$ for the load ranging from 5–30 MPa (except for the water (0–0.1 km) where $C_{\nu\beta\gamma} = 0$); the deeper layers were assigned $C_{\nu\beta\gamma}$ measured for the load between 30–100 MPa. To obtain the static velocity values similar to those published by Herwanger and Horne (2005, 2009) for their Valhall model, the seismic velocities were reduced by 40%.

**Stress/strain modelling**

Apart from the discontinuities in strain across the layer boundaries, the compaction-induced strains for the layered model are generally similar to those observed for the simpler models investigated in the previous section. For example, since the reservoir is stiffer than the overburden rocks, the deviatoric strains tend to concentrate around the reservoir rather than spread through the upper part of the model (Fig. 9). Also, as predicted by equation (3), the deviatoric strains are smaller beneath the reservoir than above it because of the higher P-wave velocities in the two bottom layers (Fig. 9a–c).

The volumetric strain $\Delta \epsilon_{kk}$ is largely confined to the reservoir, where it exceeds the deviatoric strain $\Delta \epsilon_{ij}$. Outside the reservoir, however, the deviatoric strains dominate the strain field (compare Figs 9a and 9d). Some of the features of the distribution of the volumetric strain can be explained using equation (4). For instance, because $\Delta \epsilon_{kk}$ is inversely proportional to $V_p^2/V_s^2$, the largest volumetric strain outside the reservoir is accumulated in the seventh layer, which has a small value of $V_p/V_s = 1.6$.

Figure 10 summarizes the influence of the compaction-induced strains on the velocity perturbations. As expected from our previous results (Fuck et al. 2009), the initially isotropic velocity model composed of homogeneous layers becomes anisotropic with a heterogeneous velocity field inside each layer. For our 2D model, the anisotropy in all layers is elliptical with a tilted symmetry axis (in 3D the symmetry becomes orthorhombic). Because the strain-sensitivity elements $C_{\nu\beta\gamma}$ are much larger for the shallow layers (down to 2 km), the velocity perturbations are restricted primarily to the upper part of the model (Fig. 10a). According to the sign of the Thomsen anisotropy parameter $\varepsilon = \delta$, the horizontal velocity is higher than the vertical velocity outside the reservoir ($\varepsilon > 0$) and smaller inside it ($\varepsilon < 0$, Fig. 10a). The rotation of the symmetry axis from the vertical (caused by the shear strain) does not exceed 1°.
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Figure 9. Deviatoric and volumetric strains caused by the pore-pressure drop $\Delta p = -2.5$ MPa inside the reservoir for the model from Fig. 8. The deviatoric strains (a) $\Delta \varepsilon_{11}$, (b) $\Delta \varepsilon_{13}$, (c) $\Delta \varepsilon_{33}$ and (d) the volumetric strain $\Delta \varepsilon_{kk}$. Negative strain values are contoured in white, positive values in black. The contour step is $0.5 \times 10^{-5}$ in (a), (b), and (c), and $0.25 \times 10^{-5}$ in (d). The colour scale is clipped for better contrast. At the centre of the reservoir (0 km, 2.55 km), $\Delta \varepsilon_{11} = 1.2 \times 10^{-4}$, $\Delta \varepsilon_{33} = -2.5 \times 10^{-4}$ and $\Delta \varepsilon_{kk} = -3.9 \times 10^{-4}$.

Offset variation of traveltime shifts

Figure 11 displays ray-traced and approximate traveltime shifts for a common midpoint (CMP) located above the reservoir centre and a range of reflector depths. In contrast to the results of Fuck et al. (2009) for the homogeneous model, approximation (8) is more accurate for deeper reflectors because the largest velocity perturbations are concentrated in the upper part of the section.

Another factor contributing to the poor performance of the linearized approximation for reflectors at the shallow depths (0.85 km, 1.5 km and 2 km) is significant ray bending, which is not taken into account by equation (8). Ray bending makes the traveltimes more sensitive to the horizontal and shear components of the deviatoric strain tensor, which increases the offset variation of the exact (ray-traced) shifts. Also, the approximation deteriorates for common midpoints near the edges of the reservoir due to the pronounced accumulation of the shear strain around the reservoir corners (see Fig. 9b). In particular, the difference between the ray-traced and approximate traveltime shifts for reflectors above the reservoir increases as the CMP approaches the reservoir edge located at $x = 1$ km.

Since the compaction-induced velocity perturbations occur mostly above the reservoir, the largest shifts (as well as their most pronounced offset variation) are observed for the overburden events, especially in common midpoints located above the reservoir corners (Fig. 12). As was the case for the...
homogeneous host rock' models with a relatively rigid reservoir, the reflections from the base of the reservoir and interfaces close to it exhibit the smallest offset variation of the shifts, particularly if the CMP is above the reservoir centre (Fig. 11c). The near-offset traveltime shifts for the deepest reflectors (3 km and 4 km) are close to those for the reflector immediately below the reservoir at a depth of 2.7 km. The offset variation of the shifts in Figs 11(e), 12(e) and 12(f) increases gradually with reflector depth because reflections from deeper interfaces are less influenced by the almost constant velocity perturbations inside the reservoir.

Figure 13 clearly demonstrates that traveltime shifts are caused largely by the deviatoric strains, which also control the offset variation of the shifts for reflectors both above and below the reservoir. Because the deviatoric strains inside the reservoir are almost constant, there is a large spacing between the contours of traveltime shifts beneath the reservoir. This is an indication that the shifts for the deeper reflectors are weakly dependent on offset (also see Fig. 11c), especially for the reflections from the base of the reservoir.

Influence of reservoir shape

The subsurface strain distribution caused by reservoir compaction also depends on the shape of the reservoir (e.g., Faux, Downes and O’Reilly 1997). Because pore-pressure changes inside the reservoir are equilibrated, they cause the reservoir to contract equally in all directions. As a result, one of the principal strain directions should be perpendicular to the reservoir boundaries. For example, the principal in-plane strain directions outside a cylindrical reservoir are parallel to the radius of the reservoir cross-section. Therefore, if the origin of the coordinate system coincides with the reservoir axis, compaction-related shear strains outside the reservoir vanish only along the coordinate axes (Fig. 14a).

For reservoirs with an elliptical cross-section, the shear strains exhibit a similar behaviour but the strain distribution is influenced by the elongation of the ellipse. The largest shear strains move toward the area with the highest curvature of the ellipse (Fig. 14b). As the aspect ratio of the elliptical cross-section decreases, the shear strains tend to accumulate.
area and aspect ratio. The spatial distribution and magnitude of the strains for both reservoir shapes are similar, except for the more pronounced strain accumulation near the vertical edges of the rectangular reservoir. We conclude that the reservoir shape (provided the area and aspect ratio are fixed) does not significantly influence the properties of traveltime shifts, especially for reflectors above the reservoir.

DISCUSSION

Since our analysis is restricted to elastic deformation both inside and outside the reservoir, the modelled traveltime shifts result primarily from the compaction-induced velocity perturbations. Traveltime shifts caused by the geometric changes may become significant, for example, due to the displacement of sources and receivers caused by tides. Such phenomena may have to be taken into account when analysing marine time-lapse data.

We believe that anelastic deformation would not significantly change the behaviour of traveltime shifts above a compacting reservoir. Indeed, Chin and Nagel (2004) showed that the large compaction and subsidence at the Ekofisk field can be explained by restricting anelastic deformation to the reservoir itself. Hence, as long as the anelastic deformation is kept constant throughout the reservoir or inside its compartment, the stress/strain distribution above the reservoir should remain similar to that discussed above. For reflections from interfaces beneath the reservoir, traveltime shifts are still likely to be governed mostly by the anisotropic velocity changes. Indeed, anelastic deformation induces fracturing inside the reservoir, which not only enhances velocity anisotropy but also reduces seismic velocities (Sinha and Plona 2001). This reduction can potentially compensate for the increase in the isotropic velocity perturbations caused by the volumetric contraction of the reservoir.

Compaction-related deformation is treated here as a static problem. In particular, we do not consider coupling between poroelastic deformation and fluid flow inside the reservoir. Although this coupling allows for the pore pressure inside the reservoir to be influenced by the deformation of the host rock and vice-versa (Gutierrez and Lewis 2002), such interaction can likely be ignored over the typical interval between time-lapse seismic surveys (i.e., two years or less). Also, we assumed pore-pressure to be constant (equilibrated) inside the reservoir. If such equilibration does not occur, velocity perturbations may vary spatially inside the reservoir, which may enhance the offset variation of traveltime shifts for reflections from deep interfaces.
Finally, the paper does not address potential problems in accurately measuring traveltime shifts on prestack seismic field data. Such problems range from the repeatability of the acquisition parameters, potentially influenced even by time-lapse temperature variations in the water column (e.g., Landrø and Osdal 2009), to distortions caused by measuring time shifts on partial stacks generated for a certain offset range.

CONCLUSIONS

We studied the influence of heterogeneity of the background model on compaction-related traveltime shifts and their variation with offset. The main goal of the numerical simulations was to verify whether prestack analysis of traveltime shifts provides useful information for reservoir characterization in the presence of background heterogeneity.

When the reservoir is embedded in a medium with different elastic properties, the contrast in the rigidity modulus $\mu$ may cause substantial changes in the compaction-related strains. In particular, the contrast in $\mu$ influences the relative magnitude of the deviatoric strains responsible for the anisotropic velocity perturbations. Still, the most pronounced isotropic velocity changes (which are related to the volumetric strain) are largely restricted to the reservoir itself. Therefore, as is the case for homogeneous background models, offset-dependent traveltime shifts are mainly governed by the compaction-induced velocity anisotropy. Thus, the offset variation of traveltime shifts estimated from prestack data can provide useful information about the compaction-induced deviatoric strains.

The numerical experiments allowed us to formulate some simple ‘rules of thumb’ about the properties of the strain field and traveltime shifts. For example, if the reservoir is more rigid than the host rock, the deviatoric strains tend to increase (compared with the homogeneous background model) outside the reservoir and decrease inside it. Hence, the largest offset variation of traveltime shifts for a rigid reservoir is observed for reflectors in the overburden.

The geomechanical modeling for a realistic layered background medium indicates that vertical heterogeneity does not dramatically alter the compaction-induced strain. For example, the magnitude of the deviatoric strains in each layer is inversely proportional to the squared P-wave velocity, while the magnitude of the volumetric strain is also inversely proportional to the squared P-to-S velocity ratio. Moreover, despite the strain discontinuities across layer boundaries, the spatial distribution of strain is generally similar to that for models with a simpler background. In particular, because the reservoir in the layered model is more rigid than the overburden, the volumetric strain dominates inside the reservoir, while the deviatoric strains accumulate mostly above it. The deeper layers are stiffer and less strain-sensitive than the rest of the background model, which also contributes to the concentration of the strain-induced velocity perturbations in the upper part of the section. Therefore, the most pronounced offset variation of traveltime shifts is observed for overburden reflections, especially for common midpoints located close to the reservoir edge.

We also showed that reservoirs that have rectangular and elliptical cross-sections with the same area and aspect ratio produce similar spatial distributions of the compaction-induced strains. As a result, the magnitude and offset variation of traveltime shifts are insensitive to such differences in the reservoir shape.
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